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Abstract— Wireless video multicast enables delivery of
popular events to many mobile users in a bandwidth efficient
manner. However, providing good and stable video quality
to a large number of users with varying channel conditions
remains elusive. A promising solution to this problem is the use
of packet level Forward Error Correction (FEC) mechanisms.
However, the adjustment of the FEC rate is not a trivial issue
due to the dynamic wireless environment. This decision becomes
more complicated if we consider the multi-rate capability of the
existing wireless LAN technology that adjusts the transmission
rates based on the channel conditions and the coverage range.
In this paper, we explore the dynamics of Forward Error
Correction (FEC) schemes in multi-rate wireless local area
networks. We study the fundamental behavior of a 802.11g
network which already has embedded error correction in
physical layer, under unicast and broadcast modes in a real
outdoor environment. We then explore the effectiveness of packet
level FEC over wireless networks with multi-rate capability. In
order to evaluate the system quantitatively, we implemented
a prototype using open source drivers, and ran experiments.
Based on the experimental results, we provide guidelines on
how to efficiently use FEC for wireless multicast services in
order to improve the overall system performance. We argue
that even there is a physical layer error correction, using a
higher transmission rate together with stronger FEC is more
efficient than using a lower transmission rate with weaker FEC
for multicast.

Index Terms: Packet Error Rate (PER), IEEE 802.11g, wire-
less networks, multicast, Forward Error Correction (FEC)

I. INTRODUCTION

In a wireless network, as the external environment changes,
the channel error rate varies. In order to cope with errors, we
need accurate channel-condition estimation and an effective
error control mechanism. Video communication is fundamen-
tally different from data communication, since interactive
video applications are delay and loss sensitive. Unlike data
packets, late arriving video packets are useless to the video
decoder. Furthermore, due to bursty and location dependent
errors, each user in a multicast system will most likely lose
different packets. Therefore, a simple ARQ (Automatic Repeat
reQuest) based scheme is not appropriate for video multicast
services over wireless channels since it can cause a large
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number of retransmissions. A promising solution for error
control in multicasting over wireless networks is the use of
forward error correction (FEC), where redundant information
is sent a-priori by the source station, in order to be used by the
receivers to correct errors/losses without contacting the source.
The advantage of using FEC for multicasting is that a single
parity packet can be used to correct independent single-packet
losses among different receivers.

The efficiency of FEC-based approaches for error correction
in wireless multicasting, has been shown via simulations [1]-
[4]. Although these simulation results provide some insights
on the way FEC should be applied, they do not consider a
wireless network with multi-rate capabilities. Villalon et al.
[5] studied a cross-layer approach for adaptive video multicast
considering the multi-rate capabilities of wireless networks.
However, they did not consider error correction methods.
Limited implementation approaches in the literature focus
on specific algorithms, and therefore they do not present a
thorough investigation of the various trade-offs. McKinley et
al. [6] studied proxy-based adaptive FEC for reliable multicast
in WLANs. They proposed an adaptive FEC mechanism where
the number of parity packets transmitted is based on the
current data loss rate with a feedback system. The same
group extended their studies in [7] and show that combining
forward and backward error control is an effective strategy
for proxy-based video multicast. In both papers they evaluate
the proposed schemes by implementing them in a real testbed.
However, their studies considered only an indoor environment
and fixed transmission rates (2 Mbps in [6] and 11 Mbps in
[7]).

In our previous work [8], we studied a real wireless 802.11b
network. We set up an experimental testbed and studied the
behavior of the network in terms of packet error rates. We
showed that using a higher transmission rate together with
stronger FEC is more efficient than using a lower transmission
rate with weaker FEC for video multicast in IEEE802.11b
networks where there is no error correction mechanism in the
physical layer.

In this paper, taking it one step further, we study the
dynamics of FEC mechanisms for a real wireless IEEE802.11g
network which already has a built in error correction mech-
anism in physical layer and we compare the results with a
IEEE802.11b network. We set up an experimental testbed and
study the behavior of the network in terms of packet error



rates for different distances between the source and destination
and different transmission rates. Based on the results of our
experiments, we provide insights and guidelines on how to
practically use FEC schemes for robust wireless multicast.

The paper is organized as follows. In Section II, the
implementation effort is elaborated. We specify the primary
configurations of the experiments in Section III. Section IV
reports and analyzes the obtained results. We conclude the
paper in Section V.

II. IMPLEMENTATION EFFORT

Although rate adaptation is a standard feature in todays
wireless networks, multicast/broadcast packets are always
transmitted using the base transmission rate of the system (e.g.,
1Mbps for IEEE 802.11b and 6Mbps for IEEE 802.11g). The
motivation for using the lowest transmission rate is to enable
far away receivers to successfully receive and decode the
transmitted packets. In multicast, one cannot rely on retrans-
mission to correct lost packets. Allowing the multicast server
to retransmit lost packets to all receivers would dramatically
increase the overhead on the network, since each receiver
may ask for retransmission of different packets (due to the
independent errors to different receivers). Without other error
control mechanism, the server has to transmit at the lowest
possible rate in order to accommodate users with poor channel
conditions.

Forward error correction (FEC) at the application layer is a
promising alternative for handling losses in multicast services.
The basic idea of FEC is that redundant information is sent
a-priori by the source station, in order to be used by the
receivers to correct errors/losses without contacting the source.
Since CRC-based error detection at the link layer results
in the removal of the corrupted packets, many FEC-based
protocols try to recover these packets [9]. However, such a
scheme introduces overhead since extra parity packets are now
transmitted by the source station. The level of the overhead
depends on the packet error rates (PER) in the network. The
higher the packet loss rate is, the more parity packets must
be transmitted by the server, thus increasing the overhead and
reducing the rate at which payload data can be transmitted.

From the above discussion, we conclude that it is important
to have accurate estimate of the packet error rate, in order to
decide on the number of FEC parity packets that should be
applied. Considering now the fact that in wireless networks,
different transmission rates give different PER, it is not clear
how someone should define the combination of transmission
rate and FEC rate in order to increase the efficiency of
the network. It is true that the higher the transmission rate
is, the higher the PER and therefore the more FEC parity
packets should be transmitted. However, as the transmission
rate increases, the more efficient the use of the medium
becomes, leaving more room for extra FEC parity packets.
Therefore, while designing a multicast system, we should
consider transmission rate and FEC overhead jointly.

Inspired by the above considerations we decided to build a
real system in order to study the effect of different transmission
rates and packet sizes on the packet error rate of a wireless

Fig. 1. Node Architecture

network and define the FEC rate that should be used. By
understanding the interaction between different transmission
rates, PER and FEC overhead we can define the guidelines on
the way we should combine rate adaptation with FEC in order
to improve the efficiency of multicast services over wireless
networks.

In order to implement the system in a way that we would be
able to change different parameters and observe the behavior
of different metrics, we changed the basic functionality of a
wireless node in MAC layer as depicted in Figure 1.

For the implementation of the MAC layer we used open
source drivers in a Linux platform. In particular we used
the MadWifi driver [11] for the Atheros chipsets [12]. We
modified the driver in order to be able to choose packet
transmission in one of the two modes: unicast mode (i.e. with
acknowledgment and retransmissions) and broadcast mode
(i.e. no acknowledgment, no retransmissions). We can operate
in either 802.11b mode or 802.11g mode. We utilize the
results of 802.11b mode in order to compare the results
with 802.11g. Additionally, we added a new feature in the
driver that allowed us to choose the transmission rate that
we would use. For 802.11g mode, there are eight different
rates, however, in our experiments we choose to transmit at
four different transmission rates: 6Mbps, 18Mbps, 36Mbps,
54Mbps. For 802.11b mode, we transmit at four different
rates: 1Mbps, 2Mbps, 5.5Mbps, 11Mbps. For the control of the
parameters we mentioned, we built a simple GUI that directly
communicates with the driver and allows the user to set up
the parameters in an easy way, through menus.

III. EXPERIMENTAL SETUP

A. Testbed Configuration

The testbed used in the experiments consists of 2 Linux
laptops with 802.11 wireless cards based on the Atheros
chipset. In this experimental study, one station is used as a
dedicated destination, which mimics the functionality of a
receiver and the other station is an access point.



B. Methodology

The experiments we conducted were composed of two
parts. We first measured the Packet Error Rate (PER) using
Iperf [13], which is a powerful tool for traffic generation and
measurement. In our experimental setup, one of the stations
runs an Iperf client to generate UDP traffic streams, while
the other runs an Iperf server which receives the traffic and
collects the statistics (e.g. PER). To remove any random effect
and short-term fluctuation, we ran each experiment 10 times
with each run lasting 1 minute. We then averaged the results.

After the computation of the average packet error rate, we
calculate the amount of redundancy needed to correct the
errors. We utilize (n, k) RS codes since it is widely used in
FEC schemes. An (n, k) RS code contains k source packets
and (n − k) parity packets. Together, they form a group of
n packets, such that any k of the n packets can be used
to reconstruct the k source packets [10]. More specifically,
we use RS(n,64) (k = 64) and the number of parity packets
(m = n− 64) needed to correct all the errors, on the average,
is chosen based on the channel conditions (i.e. packet error
rate PE) as follows,

m = kPE/(1− PE) (1)

where m is the number of parity packets and PE is the packet
error rate. Using the above equation, we compute the FEC
rate, rFEC , as follows,

rFEC = k/(k + m)
= 1− PE

(2)

In order to cover the other overheads (e.g., headers, etc.), we
define the effective data ratio, β, as the ratio of the time spent
to transmit the actual payload data to the total transmission
time, whose typical values will be presented in Section IV.
Combining all, we then calculate the useful rate as,

Ruseful = β rFEC R (3)

where R is the transmission rate.

IV. RESULTS

In our experimental study we use an IEEE 802.11g based
WLAN. In order to understand the behavior of such a network,
we conducted experiments using both broadcast and unicast
modes in an outdoor environment. As described in Section III,
we first obtain PER curves for different physical transmission
rates and various locations. We are mainly interested in the
packet losses due to channel conditions rather than the traffic
contention in the channel. Hence, in our experiments, we
transmit for only 20% of the time in order to keep the traffic
level low. In order to be fair for all transmission rates, we also
consider the overhead introduced by MAC, IP and physical
layer headers. Note that, MAC and IP headers are sent at the
selected transmission rate, whereas the physical layer header
is always sent at the base rate, 6Mbps. We also considered
the effect of packet size, since the overhead due to headers
also depends on the packet size. In Table I, we tabulate
the time distribution among data and headers for different
packet sizes for 54Mbps physical rate. In this table, for a

Packet
Size(B)

N
TDATA

(msec)
TMAC+IP

(msec)
TPHY

(msec)
Data
(Mb)

β

1470 808 176 7.42 17.24 9.504 0.176
1000 1120 166 10.29 23.90 8.964 0.166
500 1903 141 17.48 40.61 7.614 0.141
200 3341 99 30.69 71.28 5.346 0.099

TABLE I
DISTRIBUTION AMONG DATA AND HEADERS FOR 54MBPS FOR

DIFFERENT PACKET SIZES(MAC HEADER=34B, IP HEADER=28B
(INCLUDING UDP HEADER), PHYSICAL LAYER HEADER=16B)

transmission duration of 1 sec, the total airtime is 200msec.
TDATA, TMAC+IP , TPHY denote the time spent for the data,
MAC+IP header (including the UDP header) and physical
layer header, respectively. N denotes the number of packets
that can be transmitted in 200msec and Data illustrates how
many bits you can transmit in TDATA msecs at a rate of
54Mbps. Finally, the last column shows the effective data ratio,
β. We observe that as we increase the packet size, we reduce
the overhead due to headers, hence there is more room for
the actual data transmission. On the other hand, as the packet
size is increased, the likelihood of reception of all the bytes in
the packet decreases, hence the PER increases. We performed
preliminary experiments to investigate the effect of the packet
size on the useful rate. We observed that at higher packet sizes,
even though we have a higher packet error rate, the useful rate
is also higher. Hence, all the results reported in the remainder
of this section are obtained for a packet size of 1470 Bytes in
order to minimize the header overheads.

The outdoor experiments were conducted in Colombus Park,
Brooklyn. We ran several experiments for different distances
between the access point and the receiver. We varied the
distance from 5 to 40 meters. The access point and the receiver
are within line of sight. Figure 2(a) and Figure 2(b) illustrate
the packet error rate versus distance curves for broadcast
and unicast modes respectively. In these figures, the data
points are the average loss rate derived from the experimental
results whereas the curves show the exponentials fitted to these
results. Here we only illustrate the results up to 50% PER since
for PER higher than 50% we very often lost the connection
due to bad channel conditions making the obtained PER values
unreliable. The figures show the basic packet loss behavior of
the IEEE802.11g wireless network. Based on these figures, we
observe that,
• As the distance between the access point and the receiver

increases, the packet error rate increases exponentially.
• For a target PER, the coverage area (defined as the

distance at which the PER is less than the target) reduces
significantly as the physical transmission rate increases.

• Due to the absence of ACK’s and retransmissions in
broadcast mode, the coverage area for the same PER
reduces dramatically compared to the unicast case. For
instance, for a PER of 30%, in unicast mode we can
reach users up to 35 meters with 6Mbps transmission
rate. However, using broadcast we can cover users up to
only about 30meters.

Based on the PER’s obtained, we compute the amount of
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Fig. 2. PER vs coverage area for IEEE 80211.g (outdoors)

5m 10m 15m 20m 25m 30m 35m
6Mbps 1 2 4 7 12 27 56
18Mbps 2 5 10 20 39 - -
36Mbps 4 9 18 54 - - -
54Mbps 11 53 - - - - -

TABLE II
NUMBER OF PARITY PACKETS NEEDED FOR k = 64 SOURCE

PACKETS IN BROADCAST MODE FOR IEEE 80211.G (PACKET SIZE

IS 1470B)

packet level FEC to apply. We utilize RS(n,64). In Table II,
we illustrate the amount of packet level FEC needed, on the
average, to correct the errors for different coverage areas in
broadcast mode. As seen in the table, for a target distance, as
we increase the transmission rate, due to higher PER we need
to send more FEC resulting in more overhead. On the other
hand, since we are sending at a higher rate, the useful data
rate is increased as illustrated in Figure 3(a) and Figure 3(b)
for broadcast and unicast modes respectively.

The results show that,

• For distances that are reachable with higher transmission
rates, it is better to send at a higher rate with more
error protection than to send at a lower rate with less
error protection. For example, in Figure 4(b), if the target
coverage area has a maximum distance of 10 m, and
the data is transmitted at the base rate (6Mbps), you can
only achieve a useful data transmission rate of 1105kbps.
However if you chose to transmit at 54Mbps you can
achieve a useful data transmission rate of 5198kbps for
everyone in the coverage area.

• In order to extend the coverage range, we need to lower
the transmission rate, with correspondingly lower useful
data rate.

In order to compare IEEE802.11g system with
IEEE802.11b, we conducted experiments using IEEE
802.11b. Note that IEEE 802.11b supports lower transmission

rates and has no embedded error correction in physical layer.
For IEEE 802.11b, we conducted outdoor experiments in
Columbus Park. We varied the distance from 10 to 80 meters.
In order to obtain the PER curves, we follow the same
procedure described for IEEE 802.11g. Figure 4(a) illustrates
the packet error rate versus distance curves for broadcast
mode. Based on the PERs obtained, we compute the amount
of packet level FEC to apply and the corresponding useful
data rates for broadcast mode which we present in Figure
4(b). As we can see, the trends on IEEE 802.11b are similar
to those of IEEE 802.11g in the sense that as the distance
increases the PER increases exponentially. However, we
observe that the coverage area for IEEE 802.11g system
is smaller than the coverage area for IEEE 802.11b due to
different modulation schemes and higher transmission rates.
Furthermore, although we have embedded error correction in
IEEE 802.11g, it is still better to apply application layer FEC
at higher transmission rates to increase the useful rate.

V. CONCLUSION

In this paper, we explore the dynamics of Forward Error
Correction (FEC) schemes in multi-rate wireless local area
networks which already have embedded error correction in
physical layer. First we study the fundamental behavior of
a 802.11g network under unicast and broadcast modes in a
real outdoor environment. Then we explore the interaction
between PER and FEC for different transmission rates. In
order to evaluate the system quantitatively, we implemented
a prototype using open source drivers, and ran experiments.
We then compared the 802.11g network with 802.11b network
which has no embedded error correction. Based on the results
of these experiments, we argue that even though there is a
physical layer error correction, using a higher transmission
rate together with stronger FEC is more efficient than using a
lower transmission rate with weaker FEC for multicast.
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Fig. 3. Useful rate vs coverage area for IEEE 80211.g (outdoors)
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